This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/LRA.2020.3003866, IEEE Robotics

and Automation Letters

IEEE ROBOTICS AND AUTOMATION LETTERS. PREPRINT VERSION. ACCEPTED JUNE, 2020 1

Seeing Through the Occluders: Robust Monocular
6-DOF Object Pose Tracking via Model-guided
Video Object Segmentation

Leisheng Zhong!, Yu Zhang', Hao Zhao!, An Chang'

Abstract—To deal with occlusion is one of the most challenging
problems for monocular 6-DOF object pose tracking. In this
paper, we propose a novel 6-DOF object pose tracking method
which is robust to heavy occlusions. When the tracked object
is occluded by another object, instead of trying to detect the
occluder, we seek to see through it, as if the occluder doesn’t exist.
To this end, we propose to combine a learning-based video object
segmentation module with an optimization-based pose estimation
module in a closed loop. Firstly, a model-guided video object
segmentation network is utilized to predict the accurate and full
mask of the object (including the occluded part). Secondly, a
non-linear 6-DOF pose optimization method is performed with
the guidance of the predicted full mask. After solving the current
object pose, we render the 3D object model to obtain a refined,
model-constrained mask of the current frame, which is then fed
back to the segmentation network for processing the next frame,
closing the whole loop. Experiments show that the proposed
method outperforms the state-of-arts by a large margin for
dealing with heavy occlusions, and could handle extreme cases
which previous methods would fail.

Index Terms—Computer Vision for Other Robotic Applica-
tions; Visual Tracking; Virtual Reality and Interfaces

I. INTRODUCTION

RACKING the 6-DOF pose of a known rigid object in

monocular video sequences is a fundamental problem in
3D computer vision [1]. Many popular applications depend
on robust and accurate pose tracking algorithms, including
robotic perception and manipulation, augmented reality (AR),
and human-computer interaction [2]-[9]. With only monoc-
ular input, it is very challenging to robustly and accurately
determine the translation and rotation of the object in uncon-
strained 3D environment. An even more difficult occasion is
to successfully track the object with some unknown occluders
moving in front of it. While the occlusion situation is very

Manuscript received: February 23, 2020; Revised: May 12, 2020; Accepted:
June 8, 2020.

This paper was recommended for publication by Editor Eric Marchand upon
evaluation of the Associate Editor and Reviewers’ comments. This work is
supported by the National Natural Science Foundation of China under Grant
No0.61871248 and No.61976017, and the Beijing Natural Science Foundation
under Grant No.4202056. (Corresponding author: Li Zhang.)

ILeisheng Zhong, Yu Zhang, Hao Zhao, An Chang and Li
Zhang are with the Department of Electronic Engineering, Tsinghua
University, Beijing 100084, China. {z1s13, zhang-yul5,
zhao-hl3, cal3}@mails .tsinghua.edu.cn,
chinazhangli@mail.tsinghua.edu.cn

2Wenhao Xiang is with Systems Engineering Research Institute, CSSC,
Beijing, 100094, China. xiangwh2018@163.com

3Shunli Zhang is with the School of Software Engineering, Beijing Jiaotong
University, Beijing 100044, China. slzhang@bjtu.edu.cn

Digital Object Identifier (DOI): see top of this page.

, Wenhao Xiang?, Shunli Zhang?, and Li Zhang'

Refined Mask t
and 6-DOF Pose

Estimated Mask t

Fig. 1: Our method could see through the occluder and
accurately predict the full mask of the target object together
with its 6-DOF pose.

common in real applications (e.g., the object is often occluded
by human hands in AR applications), this problem is still
largely unsolved. Previous approaches try to alleviate the
influence of the occluders by detecting them and removing
the corresponding pixels from the subsequent processes [10],
[11]. However, these approaches will not work for heavy
occlusions, in which case a large proportion of the object
is occluded, leaving very few useful information of the non-
occluded part. In this paper, we consider this problem in a
different way. Instead of trying to detect the occluders, we
seek to see through it. As shown in Fig. 1, we try to predict
the accurate full mask of the object even when it is heavily
occluded. The reason why this could be done is that we have
strong priors for the object shape and its previous location.
Given the geometrical and temporal priors of the object, it is
possible to interpret its full mask in the current image, even if
it is occluded. In order to achieve this goal, we design a novel
6-DOF object tracking pipeline (as demonstrated in Fig. 2),
which is based on two main observations: First is to build a
mutual guidance loop of video object segmentation and 6-DOF
object pose estimation, and second is to combine learning and
optimization in a complementary manner.
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A. The Mutual Guidance of Video Object Segmentation and
6-DOF Object Pose Estimation

The first observation of this paper is that video object seg-
mentation and 6-DOF object pose estimation could be guided
by one another. The 2D segmentation of the target object pro-
vides foreground/background probabilities in the image, which
could lead the 3D object model to rigidly transform towards
the best fitting of the projected contour and the probabilistic
contour. Consequently, the 6-DOF pose of the object could be
estimated through iterative optimization. On the other hand,
with the current estimated pose and the 3D object model, a
refined and model-constrained segmentation mask could be
obtained, and serves as a guidance for segmenting the object
in the next frame. Since the target object is a rigid body, the
2D object shape in the image is constrained by the shape of
the 3D object model. As a result, after the pose estimation
step, the refined and model-constrained segmentation mask
will be more accurate than the network prediction, which
would benefit the segmentation process for the next frame.

Full segmentation (also referred to as amodal segmentation
[12], which aims to segment the whole object including the
occluded part) under occlusion is difficult, but would be easier
with the guidance from the 6-DOF pose estimation result of the
previous frame. Also, accurate 6-DOF pose estimation under
occlusion is difficult, but would be easier with the guidance
from the full segmentation mask. The mutual guidance of
these two modules perfectly utilizes both the temporal and
geometrical priors of the target object, which contributes to a
novel occlusion-resistant 6-DOF object tracking pipeline.

B. Improving Robustness and Accuracy by Combining Learn-
ing and Optimization

Our second key observation is that learners and optimizers
could be combined with each other in a complementary
manner. As also mentioned in the previous work [13], learning-
based methods tend to be more robust when encountering chal-
lenging situations, while optimization-based methods could
converge to a better accuracy. Both robustness and accuracy
are crucial in 6-DOF object tracking applications, so we seek
to combine these two kinds of methods together. Specifically,
we decouple the whole problem into two successive stages:
the segmentation stage, and the pose estimation stage. Since
deep neural networks have achieved great success in image and
video segmentation, we perform the segmentation stage using
a learning-based method. In order to obtain higher accuracy
for 6-DOF pose estimation, we utilize an optimization-based
method in the second stage to estimate the pose parameters
and refine the segmentation mask. Combining these two stages
in a closed loop, the proposed method benefits from both the
robustness of learning-based methods and the high precision
of optimization-based methods.

C. Contribution

The contributions of our method are:
(1) We propose a novel 6-DOF object pose tracking pipeline
based on the mutual guidance of segmentation and pose

estimation. The proposed tracker is able to handle heavy
occlusions by seeing through the occluders. To the best of our
knowledge, we are the first to handle occlusions in 6-DOF
tracking by interpreting the full mask information behind the
occluders.

(2) We improve the robustness and accuracy of our tracker
by combining a learning-based segmentation module with a
optimization-based pose estimation module in a complemen-
tary manner.

II. RELATED WORK
A. Monocular 6-DOF Object Pose Tracking

In early years, feature-based methods and edge-based meth-
ods have been popular for the task of monocular 6-DOF
object pose tracking [1]. However the so-called region-based
methods have proved to achieve state-of-art performance in
recent years. Region-based methods estimate the pose of the
object by maximizing the discrimination between the statistical
foreground and background appearance models [14]. Starting
from the famous work PWP3D [14], a lot of region-based
methods have been proposed. The original gradient descent
based optimization is replaced by a more efficient Gauss-
Newton-like optimization strategy in [15]. The global region
model used in [14] is also replaced by a localized region model
in [16] to improve the performance in cluttered scenes. A
more recent work [17] further extends the localized model by
introducing the so-called tclc-histograms. The author summa-
rizes their previous works [15], [17] in [18] and expands them
by providing a mathematical explanation of the iteratively
reweighted Gauss-Newton optimization. Later, the authors in
[19] propose a hybrid tracker by combining the region-based
energy function with a photometric term, which could be
beneficial for handling symmetrical objects. Recently, deep
learning based methods have also been proposed for pose
refinement [20], [21]. Although these methods are designed
for refining the pose estimation of single-shot estimators, they
could also be utilized as trackers.

B. Image and Video Object Segmentation

Deep learning based methods have achieved great success
in the fields of image and video object segmentation. For
image segmentation, a lot of network architectures have been
proposed (including instance and semantic segmentation), such
as SegNet [22], Mask-RCNN [23], DeepLab [24], [25], etc.
A more closely related topic to this work is the so-called
Amodal Segmentation, which aims to segment both the visible
and occluded parts of the object. Li et al. [12] proposes
the first amodal instance segmentation method by manually
adding occlusions to modal image segmentation datasets. Qi
et al. [26] proposes an amodal instance segmentation method
with a augmented version of the KITTI dataset. Zhu ef al.
[27] introduces a semantic amodal segmentation method that
includes annotations of the full extent of the objects, semantic
labels, visible edges and depth order. As for video object
segmentation, some recent methods segment the target relying
only on each single frame without temporal information [28],

2377-3766 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: Tsinghua University. Downloaded on June 21,2020 at 01:55:29 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/LRA.2020.3003866, IEEE Robotics

and Automation Letters

ZHONG et al.: ROBUST MONOCULAR 6-DOF OBJECT POSE TRACKING VIA MODEL-GUIDED VIDEO OBJECT SEGMENTATION 3

Input Frame t

Decoder

Previous Mask t-1

Model-constrained
Mask t

Tracking Next Frame

Fig. 2: The proposed 6-DOF object pose tracking pipeline. This novel pipeline contains a model-guided video object
segmentation stage and a segmentation-guided 6-DOF pose estimation stage, forming a closed loop.

[29]. However, it is beneficial to utilize the temporal consis-
tency in continuous video frames, as proposed in MaskTrack
[30] and some following works such as [31], which perform
mask propagation from timestamp ¢ — 1 to timestamp ¢t. We
also follow this idea in the proposed video object segmentation
stage.

C. Occlusion Handling

To handle occlusion is one of the most difficult problems in
monocular 6-DOF object tracking. To tackle this issue, a mod-
ified on-line update rule for the statistical models is introduced
in [32], but the new rule only considers the model update step,
and is not guaranteed to work for complex occluders and heavy
occlusions. In [10], the occluded area is detected by comparing
the current image to a realistically rendered template image,
which requires high-quality textured object model. The authors
in [15] try to handle mutual occlusions by tracking both the
target and occluder, which is only possible when the 3D model
of the occluder is given. An edge-based occlusion handling
strategy is proposed in [11], which assigns less weights to the
contour points that are far away from image edges. These
occlusion handling strategies could handle certain degrees
of occlusion, but would still fail when encountering heavy
occlusions.

III. METHOD

In this section, we describe the proposed novel 6-DOF
object tracking framework in detail. The overview of the
proposed mutual guidance pipeline is first introduced in Sec.
III-A. Then we present the model-guided video object seg-
mentation stage and the segmentation-guided 6-DOF pose
estimation stage in Sec. III-B and Sec. III-C respectively.

A. The Proposed Mutual Guidance Pipeline for 6-DOF Object
Tracking

The overview of the proposed mutual guidance pipeline
for 6-DOF object tracking is summarized in Fig. 2. The
whole pipeline consists of two stages: the model-guided video
object segmentation stage, and the segmentation-guided 6-
DOF pose estimation stage. Firstly, given the current frame and

the previous predicted (and refined) full mask of the object,
an encoder-decoder network is applied to estimate the full
object mask in the current frame. Secondly, the estimated
full object mask is sent into a region-based 6-DOF pose
estimation module as the probabilistic foreground/background
maps. Together with the known 3D object model, an efficient
second-order optimization step is performed to estimate the
current 6-DOF pose of the object. After that, a refined mask
could be obtained by rendering the 3D object model with
the estimated pose parameters. The refined, model-constrained
mask is then fed back to the segmentation network for tracking
the next frame, closing the whole loop. We present these two
stages in detail in the following two subsections.

B. Model-guided Video Object Segmentation

In the first stage, we utilize the idea of mask propagation
and design a video object segmentation module which is able
to see through occluders. The key is to exploit the temporal
prior from the previous frame and the geometrical prior from
the 3D object model. Although the target object is occluded,
the previous full mask gives very useful clues about its current
position, which enables the network to predict the current full
mask. On the other hand, the network could also learn the
geometrical structure of the target object through numerous
synthetic training data (see below), which also helps to predict
the current mask with better precision.

A recent state-of-art semantic image segmentation net-
work, DeepLab v3+ [25] is employed in order to achieve
the best segmentation performance. We have made several
modifications to the original network. Firstly, the input to
the network is modified to 4 channels (current frame RGB
+ previous mask) instead of only the current frame. Secondly,
instead of predicting hard semantic labels, we extract the soft
probabilities after the final softmax layer as the predicted soft
object mask, which is then sent into the 6-DOF pose estimation
stage. Using soft probabilities instead of hard labels is crucial
in obtaining good tracking performance in our task, which will
be demonstrated in the experiment part. Inspired by [30], we
also render synthetic data for off-line training. Finally, to make
the trained model adapt better to the specific scene, an on-line
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Fig. 3: Training data generation in the off-line training step.
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Fig. 4: Training data generation in the on-line fine-tuning step.

fine-tuning step is applied using only the first frame of the test
video.

1) Off-line Training: The off-line training step is illus-
trated in Fig. 3. We only use synthetic data for network
training. The training samples are generated by rendering
the textured 3D model with randomly sampled 6-DOF poses
p = (wl,wg,w37t1,t2,t3)T € RY. The rendered RGB im-
age is further processed with the following augmentations:
(1) Add random background using pictures from the Pascal
VOC dataset [33]; (2) Add random occlusion using the 3D
models from the LineMod dataset [34]; (3) Add random
color transform to the occluder in order to make the network
generalize better to unknown occluders; (4) Add random
Gaussian noise to the image. The rendered foreground mask is
used as the ground-truth object mask. Next, for each rendered
image and ground-truth mask, we sample a random delta pose
Ap = (Awl,sz,Awg,Atl,AtQ,Atg)T € RS to simulate
the movement from the previous frame to the current frame.
Then we render the 3D object model with the simulated
previous pose pg = p+Ap. The rendered foreground mask is
then saved as the previous mask.

Each of our training samples contains a current image I =
{R, G, B}, a current ground-truth mask M, and a simulated
previous mask M. The input to the network is a 4-channel
tensor { R, G, B, My}, and the desired output is M. By default,
standard Cross Entropy loss is used as the loss function. We
render around ~ 10* training samples for each object in the
off-line training step.

2) On-line Fine-tuning: To further improve the segmenta-
tion quality, we employ an on-line fine-tuning step using the
first frame of the test video. In 6-DOF tracking tasks, the
pose of the first frame is usually given for initialization. So
we could utilize the first frame to fine-tune the network trained
on synthetic data and make it generalize better to the specific

video. The on-line fine-tuning step is demonstrated in Fig. 4.

Although only one single real image is available for fine-
tuning, we could randomly sample more than one possi-
ble previous masks. To this end, given the ground-truth
pose of the first frame py = (wl,w27w3,t17t2,t3)T €
RS, we randomly sample ~ 100 delta poses Ap =
(Awr, Aws, Aws, Aty, Ato, Atg)T € RY. Then we render the
3D model with the simulated previous poses pp = pg:+Ap
and obtain multiple previous masks. After that, the network is
further fine-tuned using the first video frame and the multiple
simulated previous masks.

C. Segmentation-guided 6-DOF Pose Estimation

After obtaining the current full mask of the target object
from the video object segmentation network, we perform 6-
DOF pose estimation based on the 3D model, the predicted
segmentation mask, and the previous pose. The 6-DOF pose
tracking stage follows the region-based statistical formulation
[14]:

E(p) = — ) log[H.(®(x(p))) Ps(x)
xEN (D

+ (1 = He(®(x(p)))) ()]

where p = (w1, ws,ws, t1,t2,t3)" € RS is the 6-DOF object
pose. 2 is the image region, x = (x,y)T €  are the pixel
locations in the image. ® (x) is the signed distance function,
and the object contour C is defined as the zero level-set of
® (x): C = {x|®(x) =0}. H. is the smoothed Heaviside
step function. P (x) and P, (x) are the posterior maps for the
foreground and the background respectively. In the foreground
region, each pixel x corresponds to the projection of the a 3D
model point:

x =7 (KX) = 7 [K (RX) + t) @)

where X = (X, Y, Z)" is the coordinate of the 3D model point
in the camera coordinate frame, and Xy = (X, Yp, ZO)T is
the coordinate in the object coordinate frame. R € SO (3)
is the rotation matrix and t € R® is the translation vector,
which could be calculated from p. K € R3*3 is the intrinsic
matrix of the camera, and 7(X) = (X/Z, Y/Z)T. The
energy function (1) is calculated once for each pixel x. The
correspondence between pixel position x and 3D model point
X is obtained by back-projecting x to the 3D model.

The aim of region-based pose tracking is to minimize the
energy function Eq. (1). The basic idea of Eq. (1) is to
maximize the discrimination between statistical foreground
and background appearance models via direct optimization of
the 6-DOF pose parameters [14]. The posteriors Py(x) and
P,(x) represent 2D image statistics of foreground/background
regions, and the H.(®(x(p))) and 1 — H.(®(x(p))) represent
the soft spatial partition of foreground/background regions
(defined by the projected contour of the 3D model). When
these two components best match (i.e., the pixels inside the
contour best fit the foreground statistics and the pixels outside
the contour best fit the background statistics), the energy
function is minimized and the optimal pose parameters are
obtained.
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In all of the previous region-based methods [14]-[19], the
posterior maps Py(x) and Pj(x) are calculated using color
histograms:

Py (x) = P (M;ly)
B P (M;) P (y|My) 3)
P (M) P (y[M;) + P () P (y[My)

where y = I(x) are the RGB values of pixel x, P(y|M;)
and P(y|M,) are the color histograms of the foreground
region and the background region, P(M ) and P(Mp) are the
region priors. P5(x) is in the similar form with Py(x). Since
previous methods use simple color histograms to calculate the
foreground and background probabilities, they would fail when
encountering heavy occlusions, because the color histograms
would be corrupted by the occluder.

In this paper, we propose to generate robust foreground and
background probability maps from the video object segmenta-
tion network. By replacing the simple color histograms with a
robust video object segmentation network, our method obtains
much better performance compared to previous works in heavy
occlusions. More specifically, in our method, the foreground
and background probability maps are calculated as:

Py (x) = Soft (Mprea) )
P, (X) =1-Soft (Mpred) &)

where M,,,..q is the predicted object mask from the segmenta-
tion network, and Soft(M,,q) indicates the soft probabilities
extracted from the output of the softmax layer.

To minimize Eq. (1), we use a similar Gauss-Newton-based
pose optimization strategy as in [18] by rewriting the energy
function Eq. (1) as a non-linear iteratively re-weighted least
squares problem:

E(p)=5 3¢ (F (x.p) ©
xeQ
where
F(x,p) = —log[H.(®(x(p))) Pr(x) ™
+ (1 = He(@(x(p)))) P (x)]
and 1 (x) = ﬁ.

Then the non-linear optimization problem could be itera-
tively solved by fixing and alternatingly updating the weights
1 (x). The Jacobian is calculated as:

_9F(x,p)
_ Py — P, 8)
T H@) P (-H @)
OH. (P (x))
>< -_—
Jop
and
OH, (2 (x)) _ OH, 0® ox o
op 9P 9x Op
where 83% = J. (®) is the smoothed Dirac delta function,
o o

= [87’ g—ﬂ is calculated using centered finite differences.

g—x can be derived from Eq. (2), and the details can be found

3
in [16], [18].

The Hessian is then approximated using first-order deriva-
tives [18]:

H (x) = ¢ (x) J(x)"J (x) (10)
which leads to the optimal Gauss-Newton update:
-1
Ap = <ZH(X)) > I (11)
x€eQ xEN

After updating the pose p, we re-render the 3D object model
to obtain a refined, model-constrained full mask of the target
object, and feed this refined mask back to the segmentation
network for tracking the next frame. Now we have closed the
whole 6-DOF tracking loop.

IV. EXPERIMENTS

In this section, we provide detailed evaluation of the pro-
posed method. We first clarify some implementation details.
Then we present a careful ablation study to compare the
performance of some different settings in the video object
segmentation network. Finally, we compare the overall 6-DOF
tracking performance of our method with some state-of-art
methods on a challenging dataset.

A. Implementation Details

For training the video object segmentation network, the
DeepLab v3+ [25] network with ResNet as backbone is
utilized. We use SGD with batch size of 8. A polynomial
learning policy with initial learning rate of 0.005 is applied.
The momentum and weight decay are set to 0.9 and 0.0005,
respectively. The network is trained for 30k iterations for the
off-line training and 300 iterations for the on-line fine-tuning.
The fine-tuning step takes about 10 min in practice. The input
and output resolution is 513 x 513.

For sampling the delta pose Ap, random Gaussian pertur-
bations with standard deviation of 10mm and 5° are added to
the translation and rotation parameters respectively.

The network is trained on a single Nvidia Titan Xp GPU,
and the inference time is about 30 ms per frame. The non-
linear pose optimization is performed on CPU and costs about
20 ms per frame. As a result, our tracker could run at 20 Hz.

For evaluation, we choose the Rigid Pose Dataset [35],
which provides semi-synthetic video sequences of 6 different
objects (including both well-textured and texture-less objects,
as well as symmetrical objects) under a variety of realistic
conditions. The dataset composes of original sequences, noisy
sequences and occluded sequences (18 video sequences in
total). These sequences are featured with wide-range rotation
and translation, object variability and background cluttering.
We first perform an ablation study on this dataset to test the
segmentation results with different settings. Next, we conduct
a full evaluation of our method for 6-DOF tracking and
compare with some state-of-arts.
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B. Ablation Study on Video Object Segmentation

In this subsection, we test the proposed video object seg-
mentation network with some different settings on Rigid Pose
Dataset [35]. We use two kinds of loss functions: the standard
Cross Entropy loss and the L1 loss. By using the Cross
Entropy loss, the segmentation is formulated as a pixel labeling
(classification) task. And by using L1 loss, we treat the seg-
mentation problem as a regression task. We also test a baseline
method in which the input tensor is without the previous
mask, and a different version of our method without the on-
line fine-tuning step. We evaluate using the standard mloU
metric: intersection-over-union of the estimated segmentation
and the ground-truth binary mask. When using L1 loss, a hard
threshold of 0.5 is used in order to calculate the mIoU metric.
The results are summarized in Table I.

TABLE I: The mloU scores obtained by different variants of
our method on Rigid Pose Dataset.

Cross Entropy ~ w/o finetune L1 w/o prev. mask
Val 96.47 96.54 93.35 88.16
Test 97.68 95.89 92.84 87.68

Obviously, when the previous mask is not available, the
segmentation results are poor owing to the lack of temporal
prior. Compared to the complete version of our method,
the results without fine-tuning step is similar on validation
set, but poorer on test set, because of the lack of specific
background information in these test videos. On the other
hand, as discussed in Sec. III-B and Sec. III-C, when trained
by Cross Entropy loss, using the soft probabilities extracted
from the softmax layer would lead to better tracking perfor-
mance than using the final hard segmentation results. The
reason is that soft probabilities preserve more information
than hard thresholding. Then it is natural to expect that even
better precision could be obtained using regression instead of
classification. However, after repeated experiments, we find
that the results of using L1 loss are inferior to that of using
Cross Entropy loss. Part of the reason might be that the
regression network is much more difficult to train compared
to the classification network.

Some of the segmentation results are illustrated in Fig.
5. Note that the ‘Soft Seg’ and ‘Hard Seg’ results are both
obtained using the Cross Entropy loss, but the former is
extracted from the output of the softmax layer without further
thresholding. Comparing to the ground-truth segmentation
(‘GT Seg’), the soft segmentation obtains the best segmen-
tation quality. The hard segmentation results lose some details
due to the thresholding operation. Since we only require fore-
ground/background probabilities for 6-DOF pose optimization,
it is not necessary to use the determined hard labels as in the
segmentation tasks. As a result, we choose to use the soft
segmentation in the following pose optimization step. It is
also very interesting that our segmentation network is able
to predict the full mask not only under partial occlusions (1st
and 2nd rows), but also under very strong occlusions (in which
almost all of the target object is invisible, 3rd and 4th rows).
As discussed in previous sections, the strong temporal and
geometrical priors have made it possible to see through the
occluders even under extreme cases. This advantage would

Input Image GT Seg Soft Seg Hard Seg wio Prev Mask L1 Loss

Fig. 5: Comparison of the segmentation results using different
inputs and loss functions.

greatly extend the application of 6-DOF object tracking, since
to the best of our knowledge, previous methods could not
handle this kind of strong occlusions. It is also clear that the
segmentation results without the previous mask are very poor,
and could not see through the occluders. The results using
L1 loss are also worse than that of using Cross Entropy loss.
Therefore, we believe using the soft probabilities and the Cross
Entropy loss is the best choice for our task.

C. Evaluation on Rigid Pose Dataset

Next, we evaluate the overall tracking performance on the
Rigid Pose Dataset [35]. We use the same evaluation metric as
in [35]. When tracking is lost, the tracker is reset to the ground
truth. We measure the tracking success rate (SR) throughout
the entire sequence, which is defined as the proportion of
frames that are successfully tracked (in %).

We compare our method with the other 4 state-of-art meth-
ods: (1) PWP3D [14], a region-based 6-DOF object tracking
method; (2) Region Tracker [32], an improved version of
PWP3D; (3) Direct Tracker [10], a 6-DOF tracker based on
direct model alignment; (4) Hybrid Tracker [19], a hybrid
6-DOF object tracker which combines statistical constraints
and photometric constraints together. Since this paper mainly
focuses on handling heavy occlusions in monocular 6-DOF
object tracking, we consider and discuss the performance on
the original+noisy sequences and the performance on occluded
sequences separately.

1) The original and noisy sequences: The evaluation results
on original and noisy sequences of Rigid Pose Dataset are
summarized in Table II. The proposed method obtains com-
parable results with the state-of-arts. Specifically, our method
performs very well for the two most poor-textured objects
(edge and clown), because the lack of texture makes it easier
to precisely segment the target from the background. Here our
method (as well as PWP3D) performs not very well for ‘soda’,
because it is a symmetrical object (cylinder). The reason is that
region-based methods are inherently not suitable for tracking
the pose of symmetrical objects, due to the fact that they
only rely on the object contour, which could be ambiguous
in the case of symmetrical objects. This problem could be
partly solved by incorporating a photometric term in the energy
function, as proposed in the Hybrid Tracker [19]. It is also
suggested to narrow the range of rotation around the axis
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TABLE II: Evaluation results on original and noisy sequences of Rigid Pose Dataset. (Tracking Success Rate in %, best scores

are in bold.)

Method soda soup clown candy cube edge average
orig noisy | orig noisy | orig noisy | orig mnoisy | orig noisy | orig  noisy
[14] 844 844 | 962 955 | 964 894 | 836 839 | 839 743 | 84.6 837 86.7
[32] 96.0 97.0 | 95.0 98.0 | 950 96.0 | 940 96.0 | 920 93.0 | 93.0 93.0 94.8
[10] 940 89.8 | 96.1 959 | 98.0 949 | 942 908 | 98.0 962 | 947 913 94.5
[19] 964 952 | 983 98.0 | 983 969 | 947 945 | 97.1  96.1 | 96.1 957 96.5
Ours 870 877 | 973 973 | 986 98.6 | 927 927 | 973 971 | 978 98.0 95.2

TABLE III: Evaluation results on occluded sequences of Rigid
Pose Dataset. (Tracking Success Rate in %, best scores are in
bold.)

TABLE V: Evaluation results on ACCV 14 Dataset. (Accuracy
in %, best scores are in bold, second best scores are underlined.
Ours-f: Our method without fine-tuning.)

Method | soda soup clown candy cube edge | average
[14] 440 440 43.8 39.2 37.8 389 41.3
[32] 73.0 820 81.0 84.0 76.0 64.0 76.7
[10] 76.3  86.7 84.1 80.9 80.6  68.1 79.5
[19] 75.1  79.0 84.1 83.6 73.0  66.9 77.0
Ours 75.8  88.9 89.6 87.9 923  95.6 88.4

of symmetry when generating training samples in order to
deal with symmetrical objects [36], which might be an useful
technique when constructing an end-to-end trainable pipeline.

2) The occluded sequences: We aim to see through the
occluders and handle heavy occlusions in this paper, so
more importantly, we want to evaluate the performance of
our method on the occluded sequences. The results on the
occluded sequences of Rigid Pose Dataset are demonstrated
in Table III. The proposed method performs significantly
better than the previous state-of-art methods, which proves
the effectiveness of the proposed mutual guidance pipeline.
Specifically, Our method obtains the best SR scores on 5
out of the 6 occluded videos (the only exception is the
symmetrical ’soda’ object) and improves the average SR score
by 8.9%. In this paper, we have provided a possible solution
for these extreme cases. When the occlusion is too strong, it
is impossible to successfully track the object only based on
the very small non-occluded region. Therefore, we propose
to see through the occluder to interpret the extra underlying
information behind it, with the help of the model-guided video
object segmentation network. In our opinion, the improvement
in these extreme cases could extend the application of 6-DOF
tracking in more complex and difficult situations.

We also note that if hard segmentation results are used in
the pose estimation step, the performance drops by a large
margin. As shown in Table IV, the average SR scores when
using hard segmentation decrease by more than 5% compared
to using soft probabilities.

TABLE IV: Comparison of using soft segmentation and hard
segmentation on Rigid Pose Dataset. (Tracking Success Rate
in %, best scores are in bold.)

Method original + noisy  occluded
Hard Segmentation 90.1 82.5
Soft Segmentation 95.2 88.4

D. Evaluation on ACCVI14 Dataset

In order to show the performance of our method on real
data, we conduct another set of experiments on the ACCV14
Dataset [38]. The ACCV14 Dataset is a real-world RGB-D
dataset featuring heavy occlusions. Here we only use RGB

Method Input Catl Cat2 Saml Sam2 Tooll Tool2 | average
[19] RGB 86.0 827 79.4 80.6 8.7 74.9 80.4
[371 RGB-D | 66.8 442 72.0 33.7 54.7 59.4 58.9
[38] RGB-D | 100.0 994  96.3 92.3 88.8 100.0 96.2

Ours-f RGB 89.5 87.2 91.0 88.5 81.8 89.1 87.9
Ours RGB | 935 913 933 95 8.1 929 911

images for evaluation. We measure accuracy as in [38] as
the fraction of frames where the object pose was correctly
tracked. We compare the performance of our method with the
state-of-art RGB method [19] and two RGB-D methods [37],
[38] in Table V. While using only monocular information,
the proposed method achieves much better accuracy than [19]
and [37]. However, our method is still not as accurate as [38],
which shows the gap between monocular methods and RGB-D
methods in dealing with real data. The results also demonstrate
the effectiveness of our fine-tuning step, which contributes
to the domain adaptation from synthetic training data to real
video sequence.

E. Discussions

Although the proposed method achieves competitive or even
superior performance compared to the state-of-art methods, it
still has some limitations. Firstly, although our method obtains
superior performance in handling occlusions, the results in the
original and noisy sequences of Rigid Pose Dataset show that
the performance of our method is only similar to those of the
compared methods. The results on ACCV14 Dataset also show
that our method is not as accurate as the method utilizing depth
information. Part of the reason is that the encoder-decoder
architecture in the segmentation network produces relatively
low-resolution segmentation results (which are upsampled by
4 to meet the input resolution [25]). This is a common problem
in learning-based methods, but we will try to further improve
the precision in our future works. Secondly, for now, a specific
segmentation model is trained for each object, which lacks
generalization ability to work for new objects. Considering that
the pose estimation stage is universal to all objects, it would
be better if we could train a general segmentation model that
is able to work for more than one object (e.g. for a category
of objects, or even for universal objects).

V. CONCLUSION

In this paper, we have presented a robust 6-DOF object
pose tracker by seeing through the occluders. The proposed
tracker is able to handle very heavy occlusions in which
previous methods would fail. The key is to form a mutual
guidance loop of the video object segmentation stage and the
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6-DOF pose estimation stage, and to combine the learning-
based and optimization-based methods in a complementary
manner. Experiments have shown that our method could
achieve competitive performance on non-occluded sequences
and significantly better robustness on occluded sequences. We
believe the improved performance of our method in heavy
occlusion cases could help to extend the application of 6-DOF
object tracking in more complex situations.
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